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## SUMMARY

RNA molecules fold into complex three-dimensional structures that sample alternate conformations ranging from minor differences in tertiary structure dynamics to major differences in secondary structure. This allows them to form entirely different substructures with each population potentially giving rise to a distinct biological outcome. The substructures can be partitioned along an existing energy landscape given a particular static cellular cue or can be shifted in response to dynamic cues such as ligand binding. We review a few key examples of RNA molecules that sample alternate conformations and how these are capitalized on for control of critical regulatory functions.

## Outline

1 Introduction
2 Alternate RNA structures controlled by static cues

3 Alternate RNA structures controlled by dynamic cues

4 New technologies for investigating alternate RNA structures

5 Concluding remarks
References

## 1 INTRODUCTION

RNA plays an important role in a large number of cellular processes, and, in many cases, it is the RNA that drives function. RNA can fold into complex three-dimensional structures, enabling it to perform diverse biological functions beyond the simple transfer of genetic information. For example, in the case of mRNAs, these structural elements have been shown to regulate every aspect of the mRNA's voyage through the cell-from transcription, splicing, and nuclear export to trafficking, localization, translation, and stability. Even ribosomal RNA (rRNA), the most abundant form of RNA in cells, samples alternate structures to control translation (Zamir et al. 1969; McGinnis et al. 2015). Although we have for a long time appreciated the direct relationship between RNA structures and the functions they regulate, we are just starting to fathom the depth and extent of the regulatory information contained in RNA. Furthermore, we are just beginning to understand that, unlike proteins, an RNA with a particular sequence has the potential to form entirely different structures and can therefore be regulated to be partitioned into distinct subpopulations, with each population giving rise to a distinct biological outcome.

The potential for RNA to form energetically similar conformations comes from the chemical simplicity of RNA molecules, which are made up of combinations of nucleotides joined together by phosphodiester bonds. To begin with, there are only four nucleotides, making it possible to find alternate identical complementary sequences for a given stretch of RNA. Second, each nucleotide is capable of making hydrogen bonding pairs with each of the others (Leontis and Westhof 1998; Leontis and Westhof 2001), with some combinations rivaling the stability of WatsonCrick base pairs (Leontis et al. 2002; Sponer et al. 2005). Third, the canonical G-C and A-U Watson-Crick pairs are nearly isosteric (Westhof 2014), making base pairs in a stem interchangeable and allowing for multiple ways of forming RNA stems-the basic building blocks of RNA structures. Finally, a structure with a seemingly energetically suboptimal base-pairing pattern can still form because of stabilization by tertiary interactions, such as loops, bulges, helical junctions, and long-range interactions (Popenda et al. 2010; Petrov et al. 2013; Chojnowski et al. 2014; Parlea et al. 2016).

All of the above characteristics allow RNA molecules to sample alternate conformations that range from minor differences in tertiary structure dynamics to major differences in secondary structure. Accordingly, alternate RNA structures can be loosely grouped into categories based on the timescales at which the transitions between structures occur-for instance: structures that differ considerably in
secondary structures occur at the millisecond to second timescales; structures that differ at the base pair or tertiary structure levels occur at the microsecond to second timescales; and structures that differ because of interhelical or loop dynamics occur at the picosecond to microsecond timescales (Mustoe et al. 2014). Nature has made use of all of these transitions to control regulatory networks, with new functions using alternate RNA structures being uncovered on a regular basis.

To coexist, alternate structures by necessity have to be nearly isoenergetic. Such structures can be a priori appropriately populated along an equilibrium given a particular static cellular environment, or the partitioning can be shifted in response to dynamic cues like ligand binding and temperature changes. Whereas the use of static cues allows for structural modulation within a given energetic landscape, the use of dynamic cues changes the fundamental landscape itself and allows access to previously inaccessible structures. Many examples have been found for regulation using dynamic cues, but to date only a few examples have been discovered for regulation using static cues. In this review, we will use a few key examples of interactions that occur primarily at the microsecond and higher timescales to highlight alternate RNA structures controlled by both static and dynamic cues, and how they can be used to fine tune regulatory functions.

## 2 ALTERNATE RNA STRUCTURES CONTROLLED BY STATIC CUES

Although it is intuitive that RNA elements can be partitioned into alternate structures in response to dynamic or changing cues, as will be discussed in more detail further on in this review, the partitioning of conformations based on a static environment is also possible and can be capitalized on for function. The simplest partitioning of alternate RNA structures is through equilibria set by fixed cellular parameters such as temperature, pH , thermodynamic stability, concentration of ions, etc. Furthermore, this partitioning can occur on every level of organization, from primary structures to tertiary structures to the binding of trans protein factors.

### 2.1 Primary Structure

A recent study by Kharytonchyk et al. on human immunodeficiency virus-1 (HIV-1) transcription shows the potential to use sequence heterogeneity during transcription initiation to leverage alternate RNA structures (Kharytonchyk et al. 2016). In this case, the subtle difference between starting the mRNA with one guanosine as opposed to two or three guanosines defines the biological fate of the mRNA.


Figure 1. (A) The monomeric and dimeric states of the human immunodeficiency virus 1 (HIV-1) $5^{\prime}$ leader. Transcripts with ${ }^{\text {cap }} 2 \mathrm{G}$ or ${ }^{\text {cap }} 3 \mathrm{G}$ favor the monomeric form, whereas transcripts with ${ }^{\text {cap }} 1 \mathrm{G}$ favor the dimeric form, largely because of the dissolution or formation of the C58-G104 base pair, respectively. (B) Sampling of alternate conformations by the metastasis-associated lung adenocarcinoma transcript 1 long noncoding RNA (MALAT1 $\operatorname{lncRNA}$ ). The RNA shows increased dynamics of the upper hairpin structure on $\mathrm{N}^{6}$-methyladenosine $\left(\mathrm{m}^{6} \mathrm{~A}\right)$-modification, as indicated by the dotted lines, allowing for increased sampling of the protein-binding conformation (lavender oval). The star indicates the location for the potential $\mathrm{m}^{6} \mathrm{~A}$ modification.

In brief, the full-length HIV mRNA plays a dual functional role: It is not only used as a transcript for the synthesis of essential Gag and Gag-Pol viral polyproteins, but also as the genetic material that gets packaged into virions during budding (D'Souza and Summers 2005). The full-length HIV mRNA also has two structural states: It not only exists in a monomeric state as per conventional mRNAs, but also in a dimeric state (Fig. 1A). It has been shown that the dual functions (translational vs. genomic) and the dual structures (monomer vs. dimer) of the viral RNA are correlated with each other. A region called the packaging signal ( $\Psi$ site) in the $5^{\prime}$ leader, containing nucleocapsid (NC, the genome packaging protein)-binding sites and a dimerization initiation site (DIS) (D'Souza and Summers 2005), is designed to dictate this correlation. Namely, the monomeric form has the DIS and NC-binding sites sequestered with the start codon exposed, making this mRNA conformation translation-competent. In contrast, the dimeric form exposes the NC-binding site and sequesters the start codon, making this mRNA conformation packaging-competent (Lu et al. 2011).

Kharytonchyk et al. found that the partitioning of the two conformations is defined by the variation in transcriptional start site usage (Kharytonchyk et al. 2016). Transcription of the HIV-1 genome can initiate at any of three guanosines at the transcription start site. The resulting transcripts will start with either ${ }^{\text {cap }} 1 \mathrm{G},{ }^{\text {cap }} 2 \mathrm{G}$, or ${ }^{\text {cap }} 3 \mathrm{G}$ sequences immediately preceding the transactivation response (TAR) element in the $5^{\prime}$ leader. In the dimeric form, the terminal C58-G104 base pair of the poly(A) stem directly connects to both the TAR stem (via C58) and the DIS:U5 interaction stem (via G104) (Fig. 1A). On the other hand, in the monomeric form, G104 forms a base pair with C262. Kharytonchyk et al. showed that the equilibrium between the monomeric and dimeric forms can be manipulated simply by affecting the formation of the C58-G104 base pair. Transcripts with ${ }^{\text {cap }} 2 \mathrm{G}$ or ${ }^{\text {cap }} 3 \mathrm{G}$ at the start of the TAR stem can compete with the poly(A) stem for C58, thus freeing G104 to base-pair with C262. This extends the DIS:U5 interaction by one base pair and drives the equilibrium to the monomeric form. The extension of the DIS:U5 stem by this single additional base pair is estimated to stabilize the monomeric
form by -3 to $-10 \mathrm{kcal} / \mathrm{mol}$ compared with the dimeric form. Even at the lower end of this estimate, the structural equilibrium for transcripts that start with ${ }^{\text {cap }} 2 \mathrm{G}$ or ${ }^{\text {cap }} 3 \mathrm{G}$ will be shifted toward the monomeric form. Importantly, in the monomeric forms, the $5^{\prime}$ cap is exposed and would be available for cap recognition by the cap-binding protein eukaryotic translation initiation factor 4E (eIF4E). On the other hand, in the ${ }^{\text {cap }} 1 \mathrm{G}$ transcripts, the $5^{\prime}$ cap is sequestered as part of a base pair in the TAR stem and is not available for cap recognition. Instead, these transcripts are prone to dimerization and are packaged. It seems then that HIV-1 may have capitalized on the existence of sequence heterogeneity to partition its mRNAs into distinct pools ( ${ }^{\text {cap }} 3 \mathrm{G} \Rightarrow$ monomer $\Rightarrow$ cap-exposed $\Rightarrow$ translation, ${ }^{\text {cap }} 1 \mathrm{G} \Rightarrow$ dimer $\Rightarrow$ cap-sequestered $\Rightarrow$ packaging). Although the use of sequence heterogeneity as a regulatory mechanism has been shown only in HIV-1, it is possible that other retroviruses also use this mechanism, because the existence of alternate monomeric and dimeric conformations is a common theme in retroviral biology (D'Souza and Summers 2005).

The relative populations of structures could potentially be defined by the inherent initiation properties of the RNA polymerase, which viruses may have taken advantage of during evolution. It is also possible that the relative use of each transcription start site could be altered in response to modulation by other regulatory factors present in the cell that would change the initiation properties of the polymerase. In HIV-1, Kharytonchyk et al. suggest that such temporal changes could lead to the production of ${ }^{\text {cap }} 2 \mathrm{G} /{ }^{\text {cap }} 3 \mathrm{G}$ early in the viral life cycle, followed by an increase in the ${ }^{\text {cap }} 1 \mathrm{G}$ production for genome packaging (Kharytonchyk et al. 2016).

It is important to note that transcriptional start site heterogeneity is not limited to retroviruses. Many cellular genes also initiate transcription at heterogeneous start sites, the most pertinent example being the "twinned" TATAdriven promoters, which have start sites predominantly separated by $0-3$ nucleotides (nt) (Carninci et al. 2006; Ponjavic et al. 2006). In addition, for dispersed promoters where the start sites are distributed over a larger region spanning between 50 and 100 nt in length (Juven-Gershon and Kadonaga 2010), the implications for structural heterogeneity at the $5^{\prime}$ end of transcripts, and the potential regulatory mechanisms at play, may be even more pronounced. The usage of specific transcriptional start sites has been shown to vary between different cell types and also between normal and disease states, suggesting that trans factors can also be involved (Ponjavic et al. 2006; Frith et al. 2008).

Although inhibition of translation by sequestration of the $5^{\prime}$ cap in HIV-1 may at first glance seem to be a unique system, a recent discovery of a translation inhibitory ele-
ment (TIE) located in close proximity to the $5^{\prime}$ cap in the Hox mRNA suggests that the inhibition of cap-dependent translation may be more common than expected (Shi and Barna 2015). In this system, protein production occurs via specialized translation, with ribosomes accessing the mRNA through internal ribosome entry sites (IRES) concomitant with active inhibition of canonical translation by TIE. It has been hypothesized that differential regulation of the TIE and IRES motifs in the Hox mRNA provides the control required for ideal expression of the Hox transcripts (Shi and Barna 2015). Nevertheless, it will be interesting to see if this inhibition is also maintained by alternate RNA structures.

It is also worth noting that the concept of differences in primary sequence resulting in alternate RNA structures is not limited to transcription start sites; in fact, single point mutations can alter the entire energetic landscape. For example, riboSNitches are regulatory RNA structural elements in which single-nucleotide polymorphisms (SNPs) result in the formation of alternate RNA structures (Halvorsen et al. 2010; Ritz et al. 2012; Corley et al. 2015). RiboSNitches have been implicated in causing global RNA structural rearrangements that can be directly linked to disease states. In one example, Kutchko et al. used selective $2^{\prime}$-hydroxyl acylation with primer extension (SHAPE)directed Boltzmann suboptimal sampling to show that the retinoblastoma $15^{\prime}$-untranslated region (RB1 5' UTR) samples three major conformations (Kutchko et al. 2015). Single-nucleotide variants in RB1 that cause retinoblastoma were found to limit the amount of dynamic sampling and cause the stabilization of single conformational states, leading to an increase in protein expression (Kutchko et al. 2015). Other potential riboSNitches have been identified through combined analyses using human genome-wide association studies, RNA-folding algorithms, and genomewide enzymatic structure probing (Halvorsen et al. 2010; Wan et al. 2014).

In the last few years, it has also become evident that posttranscriptional RNA modifications serve as another layer of primary structure-based regulation, with modifications implicated in splicing, localization, translation, and decay (Lewis et al. 2017; Roundtree et al. 2017). Some forms of RNA modification include $\mathrm{N}^{6}$-methyladenosine $\left(\mathrm{m}^{6} \mathrm{~A}\right)$ (Lavi et al. 1977), $\mathrm{N}^{1}$-methyladenosine ( $\mathrm{m}^{1} \mathrm{~A}$ ) (Dominissini et al. 2016), 5-methylcytosine $\left(\mathrm{m}^{5} \mathrm{C}\right)$ (Desrosiers et al. 1974), 5-hydroxymethylcytosine ( $\mathrm{hm}^{5} \mathrm{C}$ ) (Guerrero et al. 2014), pseudouridine ( $\Psi$ ) (Cohn 1960), and $2^{\prime}$-O-methylated ribose ( $2^{\prime}-\mathrm{OMe}$ ) (Schibler and Perry 1977), with $\mathrm{m}^{6} \mathrm{~A}$ as the most commonly found in mRNA. Such modifications change the folding landscape of RNA by altering their basepairing and stacking capabilities, electrostatics, and sterics (Chawla et al. 2015). For example, in $\mathrm{m}^{6} \mathrm{~A}$, Watson-Crick
base-pairing leads to the methyl group being forced into an anticonformation, in which steric hindrance between the methyl group and the N7 leads to destabilization of the interaction (Roost et al. 2015). In conjunction, the $\mathrm{m}^{6} \mathrm{~A}$ modification also stabilizes single strands because of its enhanced base-stacking capabilities (Roost et al. 2015). Zhou et al. describe a mechanism in which the MALAT1 $\operatorname{lncRNA}$ (metastasis-associated lung adenocarcinoma transcript 1 long noncoding RNA) has a hairpin motif that samples alternate conformations (Fig. 1B) (Zhou et al. 2016). In the presence of $\mathrm{m}^{6} \mathrm{~A}$ modifications, the stem architecture is retained but the hairpin loop is more dynamic and samples a conformation similar to that of the protein heterogenous nuclear ribonucleoprotein C (hnRNPC)bound form. This destabilized conformation allows for better access to the protein-binding site, thereby increasing protein affinity by eightfold. ( $\mathrm{m}^{6} \mathrm{~A} \Rightarrow \uparrow$ loop dynamics $\Rightarrow$ $\uparrow$ protein-binding site access $\Rightarrow \uparrow$ protein affinity.) Mechanisms that leverage the sampling of alternate conformations within an altered folding landscape to drive regulation may be more general and need to be further investigated.

### 2.2 Secondary Structure

A few examples are beginning to emerge in which RNA domains sample conformations with significant differences in secondary structure. Additionally, structural complexity can involve more than just two equilibrating structures. One example of this involves mutually exclusive splicing, a form of alternative splicing in which only one exon in a set is spliced in at the exclusion of the others (Jin et al. 2011; Pohl et al. 2013). Splicing can dramatically increase the diversity of potential protein products that can be made from a single sequence. The most extensive example of mutually exclusive splicing is the insect Dscam gene, which contains four groups of mutually exclusive exons with 12 , 48,33 , and two alternate exons, respectively, each group of which will select only one alternate exon (Schmucker et al. 2000). Mutually exclusive splicing can provide an advantage for helping proteins maintain similar overall folds while swapping out individual sequences. Examples of mutually exclusive splicing have been found throughout eukaryotes (Pohl et al. 2013), with a variety of mechanisms proposed including spliceosome incompatibility (Letunic et al. 2002), nonsense-mediated decay combined with splicing factors that enhance one site while suppressing another (Jones et al. 2001), steric hindrance on short introns (Smith and Nadal-Ginard 1989), and more recently, the use of alternative RNA structures (Graveley 2005; Jin et al. 2011; Yang et al. 2011).

Yang et al. show that the mutually exclusive splicing of exon 5a, 5b, or 5 c in the $14-3-3 \xi \mathrm{mRNA}$ in Drosophila
melanogaster is regulated by three competing conformations (Fig. 2A) (Yang et al. 2011). Two of the conformations involve alternate base-pairing between intronic elements (IEs), in which IEa, located downstream from 5 c , can pair with either IE1 or IE2, located downstream from 5 a and 5b, respectively. The resulting alternate stem loops (SLs) vary in their relative locations of exons, with either $5 b$ and $5 c$ or only 5 c in the loop. The exon located immediately proximal to the stem is activated, whereas exons sequestered in the loop are simultaneously suppressed. The interintronic basepairings are strong enough that they can occur between partners as far as $1,000-12,000$ nt away. The third conformation is formed when the base-pairings are suppressed altogether, which results in the activation of exon 5c. Other genes with mutually exclusive splicing, such as Dscam (Graveley 2005; Anastassiou et al. 2006; May et al. 2011; Yue et al. 2016), Mhc (Yang et al. 2011), and MRP (Yue et al. 2017), also use mechanisms involving the formation of structures that are mutually exclusive (Jin et al. 2018). As in the above examples, Yang et al. suggest that the particular usage of each splice site can be additionally modulated by enhancers and silencers that vary between cell types and developmental stages.

Although conformational equilibriums are being found in many systems, in some of these examples, the significance of the structural heterogeneity has yet to be defined. For example, in the case of the HIV-1 Rev Response Element (RRE), a unique motif responsible for exporting unspliced mRNA, two different structures with either four or five SLs form spontaneously in vitro and in vivo (Fig. 2B) (Sherpa et al. 2015). Both structures are present during infection in approximately equal amounts because of similar free energies of folding. However, the five SL structure has been shown to have higher infection rates, likely because of higher Rev/RRE-dependent mRNA export activity. Sherpa et al. suggest that the near neutral energetics provide a sensitive way to modulate the equilibrium, which may be used to dictate the course of infection in a particular cell by altering levels of cellular factors (Sherpa et al. 2015). Similarly, subtle differences in primary sequence during virus evolution can lead to differences in infection severity between patients (Sherpa et al. 2015).

Another example of a well characterized structural equilibrium is the HIV TAR element. In addition to the predominant "ground" state (GS) structure, TAR can also adopt two alternate "excited" states, ES1 and ES2 (Fig. 2C) (Lee et al. 2014). ES1 differs from the GS in the apical loop and is present at $13 \%$, with a timescale of $45 \mu \mathrm{sec}$. ES2 differs from the GS by reshuffling its base pairs and is present at $\sim 0.4 \%$ with a timescale of 2 msec . Although the functional significance of the complex dynamics shown by the TAR stem have yet to be determined, Lee et al. suggest


Figure 2. (A) Mutually exclusive splicing in the $14-3-3 \xi \mathrm{mRNA}$ is controlled by three structures that differ in their base-pairing pattern: Intronic element a (IEa) forms base pairs with either IE1 or IE2 or neither. (B) The HIV-1 Rev response element (RRE) partitions into two equally populated structures with either four or five stem loops (SLs). (C) The HIV-1 transactivation response (TAR) element has two "excited" states that differ from the "ground" state (GS). Excited state 1 (ES1) maintains the same overall stem architecture but differs in tertiary interactions at the apical loop, whereas ES2 shows reshuffled base pairs, resulting in a large-scale repairing of the TAR secondary structure. (D) The stem II region on the spliceosome U2 small nuclear RNA (snRNA) can transition between two alternate conformations that each serve a different role in the process of splicing.
that the excited structures may be involved in mediating the ability of the TAR element to perform its various critical functions, including transcriptional elongation and latency (Lee et al. 2014).

The above structural equilibriums have the potential to be modulated by protein effectors, and the resulting pro-tein-RNA complexes can influence the relative conformational populations. In fact, examples exist in which such protein-derived stabilization of specific conformations along an energetic landscape is required for vital functions. For example, the stem II region of the spliceosome U2 small nuclear RNA (snRNA) spontaneously transitions between two mutually exclusive alternate conformations (stems IIa and IIc) that toggle back and forth throughout the process of splicing (Fig. 2D) (Rodgers et al. 2016). Although stem IIa is necessary for spliceosome assembly and formation of the active site, stem IIc is required for the two catalytic steps of splicing (Hilliker et al. 2007; Perriman and Ares 2007; Rodgers et al. 2016). Currently, the Cus2p (cold-sensitive U2 snRNA suppressor 2) and the DEAD-box adenosine triphosphatase (ATPase) Prp5p proteins are the two candidates that have been implicated in orchestrating these structural transitions (Rodgers et al. 2016). Rodgers et al. show that Cus2p stabilizes stem IIa and suggest that Prp5p may be involved in the removal of Cus 2 p , a model in which Cus2p and Prp5p may work in tandem to organize the interconversion of stems IIa and IIc during splicing. It is important to note that the equilibrium itself is preexisting and can be accessed without protein factors, even if protein factors present in the cell can help facilitate the transitions. Cus2p and Prp5p have yet to be shown to be dynamically changing.

### 2.3 Tertiary Structure

Many RNA viruses maintain appropriate viral protein ratios via translational recoding (Houck-Loomis et al. 2011; Walsh and Mohr 2011). For example, translational recoding in the murine leukemia virus (MLV) produces $\sim 95 \%$ Gag (structural) polyprotein by canonical termination at the stop codon, and $\sim 5 \%$ extended Gag-Pol (Pol, enzymatic) polyprotein by stop codon readthrough that occurs when ribosomes encounter a signal on the mRNA (Philipson et al. 1978; Houck-Loomis et al. 2011). Houck-Loomis et al. found that in MLV the frequency of stop codon readthrough is regulated by a dynamic structural equilibriumbased mechanism (Houck-Loomis et al. 2011), in which a pseudoknotted recoding signal on the mRNA is maintained in a preexisting, protonation-dependent equilibrium between two functional alternate conformations-an active conformation that allows recoding and an alternate inactive conformation that terminates translation. Importantly,
the $\mathrm{p} K_{a}$ of the equilibrium is such that at physiological pH , the populations of the active and inactive forms correlate with the critical levels of recoding and termination, respectively-in other words, the RNA signal uses the physiological pH of the host cell to automatically partition its conformations into substates that govern explicit biological output.

In MLV, the protonation of the loop 1 adenine residue leads to the formation of hydrogen bond interactions with a base pair in stem 2, leading to the formation of a triple base interaction (Fig. 3A). This information is then transmitted through changes in the helical junction to loop 2 and stem 1, which together form a triple helix. Therefore, in this example the alternate structures have the same secondary structures, but dramatically different tertiary structures $\left(\mathrm{A}_{17} \mathrm{H}^{+} \Rightarrow\right.$ triple base $\Rightarrow$ tertiary structure $\Rightarrow$ stop codon read-through translation; $\mathrm{A}_{17} \Rightarrow$ lack of tertiary structure $\Rightarrow$ translation termination at the stop codon). This type of proton-driven equilibrium may be a common mechanism for regulating recoding in diverse viruses. For example, this mechanism has been observed in the beet western yellows virus (BWYV) luteovirus (Houck-Loomis et al. 2011) and the severe acute respiratory syndrome (SARS) coronavirus (V D'Souza, unpubl.). Furthermore, both of these viruses genetically recode the mRNA message not by stop codon readthrough but by -1 programmed ribosomal frameshifting (Su et al. 1999; Thiel et al. 2003), suggesting that the control of translational recoding through structural partitioning may be a broader mechanism.

In general, adenines and cytosines are protonatable, but their $\mathrm{p} K_{a} \mathrm{~s}(\sim 3.7$ and $\sim 4.5$, respectively) are far removed from physiological pH . However, the electrostatic environment surrounding a nucleotide in the folded structure of an RNA molecule can significantly shift its $\mathrm{p} K_{a}$ toward neutrality. The physiological pH of cells stays fairly constant, allowing the structural signal of the mRNA to be programmed with a $\mathrm{p} K_{a}$ value that is in line with the desired protein ratios. In the case of MLV and SARS, the $\mathrm{p} K_{a}$ s of the protonation events are $\sim 6.23$ and $\sim 6.65$ (V D'Souza, unpubl.), respectively, which result in the desired ratios of 95:5 and 85:15 for structural and enzymatic proteins. The $\mathrm{p} K_{a}$ shift toward neutrality has been shown to be true for many biologically important RNAs (Cai and Tinoco 1996; Butcher et al. 2000; Huppler et al. 2002; Cornish et al. 2005; Gong et al. 2007; Houck-Loomis et al. 2011; Cash et al. 2013; Pechlaner et al. 2015). A recent example of a guanosine triphosphate (GTP)-sensing aptamer shows that the $\mathrm{p} K_{a}$ can be shifted as high as 8.7 (Wolter et al. 2017), which would in principle allow for a full range of modulation of alternate structures at physiological proton concentration.

In some cases, proteins assist in the alteration of the energy barriers between conformations along an existing


Figure 3. (A) The murine leukemia virus (MLV) readthrough RNA pseudoknot is partitioned into two alternate structures, depending on the protonation state. The inactive structure is unprotonated, with stem 2 stacked on top of stem 1 . The active structure is protonated at the loop 1 adenine, forming a triple-base interaction that causes a bend at the junction, which allows for tertiary interactions to be formed between loop 2 and stem 1. (B) The U5-primerbinding site (PBS) of MLV exchanges between two conformations, one of which is bound by the nucleocapsid (NC). NC binding frees select nucleotides in the PBS and polyadenylation signal (PAS) regions for access by the appropriate complementary regions on the transfer RNA (tRNA; not pictured), to anneal and form the reverse transcription initiation complex. (C) The 16 S ribosomal RNA (rRNA) samples many conformations including native and nonnative forms. Protein binding simultaneously reduces conformational sampling and enriches the native forms.
landscape to enrich a particular conformation, as seen in the example of the MLV NC protein chaperone activity. In retroviruses, reverse transcription requires annealing of complementary sequences on a host transfer RNA (tRNA) primer and on the U5-primer-binding site (U5-PBS) region on the viral genome to form the reverse transcription initiation complex (Fig. 3B) (Harada et al. 1979; WainHobson et al. 1985). The complementary sequences in both molecules are sequestered by intramolecular base pairs (Mougel et al. 1993; Paillart et al. 2004; Wilkinson et al. 2008) that must be broken before new intermolecular interactions can be formed, which is orchestrated by the binding of the NC protein (Levin et al. 2010). Miller et al. showed that the U5-PBS samples two conformations that differ at the tetraloop and at an internal loop. In the major conformation, both of the loops are structured, with the internal loop sequestered via cross-strand base-pairing,
whereas in the minor conformation part of the tetraloop and part of the internal loop both extrude out of the structure (Miller et al. 2014). The NC tails are capable of pushing the structural equilibrium to the minor destabilized population, which allows the tRNA to access the appropriate complementary sequences on the U5-PBS for annealing. It is important to note that NC can shift only a preexisting equilibrium, without which it would not otherwise be able to access the U5-PBS for remodeling.

Another example is the U1A protein, which binds to the U1 snRNA hairpin II via conformational capture, whereby the free structure samples many conformations including a rigid state similar to the protein-bound state (Shajani et al. 2007). Similarly, the cyclic adenosine monophosphate response element-binding protein 2 (CBP2) protein binds the initially unstructured bI5 group I intronic RNA in a nonspecific manner and induces conformational
fluctuations, before binding specifically and stabilizing the final native structure (Bokinsky et al. 2006). Even in this example, the free RNA is able to transiently access the structured state in the absence of protein (Bokinsky et al. 2006).

Finally, some proteins can bind multiple conformations instead of just favoring one. For example, Abeysirigunawardena et al. show that ribosomal protein bS16 can bind both a native and non-native form of the 16 S rRNA during ribosome assembly, although bS16 binding nevertheless drives the equilibrium to the required native structure (Fig. 3C) (Abeysirigunawardena et al. 2017). During ribosome assembly, the sequential binding of proteins stabilizes the rRNA into conformations that allow for binding of the next protein. Proteins uS4 and bS20 both bind the 16S 5' domain, whereas protein bS16 binds the interface between the uS4 and bS20 domains. Upon uS4 binding, the complex shows a slow exchange equilibrium in which the h3 helix converts between the native and non-native "flipped" conformations. Binding of bS20 does not affect the equilibrium of the h3 helix, but switches the conformation of helix h15, which increases the probability of stable bS16 binding. Binding of bS16 stabilizes the native conformation of the h3 helix to allow for further assembly of 30 S ribosome proteins. The binding of proteins does not lock in any particular RNA conformation, but rather limits the dynamics on the energy landscape to a narrower set of productive intermediate structures while selecting against unproductive conformations.

## 3 ALTERNATE RNA STRUCTURES CONTROLLED BY DYNAMIC CUES

Alternate RNA structures can also be triggered by dynamic cues, allowing for the accessing of states that would have otherwise been inaccessible; these types of alternate RNA structures are loosely grouped under the term riboswitches. Historically, riboswitches were defined as RNAs that bound metabolites such as purine (Batey 2012; Porter et al. 2014), lysine (Garst et al. 2008; Serganov et al. 2008; Smith-Peter et al. 2015), thiamine pyrophosphate (TPP) (Thore et al. 2006; Bocobza et al. 2007; Anthony et al. 2012; Li and Breaker 2013; Uhm et al. 2018), $S$-adenosyl methionine (SAM) (Price et al. 2014; Trausch et al. 2014; Wostenberg et al. 2015), preQ1 (Eichhorn et al. 2014), adenosyl cobalamin (Johnson et al. 2012; Peselis and Serganov 2012; Schaffer et al. 2014), glycine (Huang et al. 2010; Butler et al. 2011; Erion and Strobel 2011; Baird and FerreD'Amare 2013), fluoride (Baker et al. 2012; Ren et al. 2012; Li et al. 2013; Zhao et al. 2017), and tetrahydrofolate (Ames et al. 2010; Huang et al. 2011; Trausch et al. 2011).

However, this definition has since been expanded to more broadly include RNAs that change structure in response to dynamic cues such as temperature (Kortmann and Narberhaus 2012; Krajewski and Narberhaus 2014), pH (Nechooshtan et al. 2009), tRNA binding (Zhang and Ferre-D'Amare 2013; Henkin 2014), and metal ion binding (Cromie et al. 2006; Dann et al. 2007; Furukawa et al. 2015; Price et al. 2015; Wedekind et al. 2017).

Riboswitches generally have two domains-a ligandbinding aptamer and a gene expression platform that can modify gene expression based on the structure of the li-gand-binding aptamer (Schwalbe et al. 2007). In general, the most widely accepted mechanism is that riboswitches can exist as two conformational structures depending on whether they are ligand-bound or ligand-free. These two structures produce two different functions in response to changing metabolite levels in the cell, thereby enabling regulation. Usually the riboswitch functions as part of a feedback loop pathway for ligand concentration, in which the ligand sensed by the riboswitch is directly related to the function of the riboswitch-regulated gene, either to cause a decrease of expression of ligand-producing proteins or to cause an increase of expression of ligand-clearing proteins (Mandal and Breaker 2004; Mandal et al. 2004; Porter et al. 2014). Although most riboswitches loosely abide by this general model, recent studies have suggested that some riboswitches are not binary on/off switches, but function by finely tuning relative populations to act as molecular "dimmers" (Baird and Ferre-D'Amare 2010; Baird et al. 2010; Helmling et al. 2017).

Several different mechanisms for riboswitch function have been proposed, many of which were only able to be characterized using new techniques and technologies. In this review, we will not be covering the entire range of riboswitch structural and mechanistic diversity, as these have been extensively covered in other reviews (Haller et al. 2011b; Breaker 2012; Serganov and Nudler 2013; Peselis and Serganov 2014; Sherwood and Henkin 2016), but instead will focus on a few key examples in transcription, translation, and splicing to illustrate how these systems use alternate RNA structures to perform gene regulation and how new technologies have made some of these observations possible.

### 3.1 Transcription

Riboswitches can control transcription termination as a cis-acting switch using two mutually exclusive base-paired stems: One conformation (terminator stem) causes transcription termination, whereas the other (antiterminator stem) allows transcription to proceed (Fig. 4A) (Mandal et al. 2004; Porter et al. 2014). Many riboswitches use a
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Figure 4. (A) The Escherichia coli thiamine pyrophosphate (TPP) thiC riboswitch has two conformations, ligandbound (OFF) and ligand-free (ON). The ribosome-binding site (RBS) and the AUG start codon are sequestered in the ligand-bound state and exposed in the ligand-free state, respectively. (B) The Bacillus cereus fluoride riboswitch has apo and holo conformations with highly similar structures. The apo conformation can transiently access a short-lived excited state (apo ES) in which a highly conserved reverse Hoogsteen "linchpin" base pair is broken, enabling strand invasion and leading to formation of the terminator stem. (C) The Neurospora crassa TPP NMT1 riboswitch regulates the expression of alternate upstream open reading frames (ORFs) by using alternate base-pairing involving residues in the P4 and P5 stems to change the formation of the lariat. (D) The Vibrio vulnificus adenine add riboswitch operates using a three-state mechanism rather than canonical two-state mechanism, allowing it to maintain its ligand concentration dependence at temperatures ranging from $37^{\circ} \mathrm{C}$ to $10^{\circ} \mathrm{C}$. The apoA conformation is similar to the holo conformation, whereas apoB differs significantly.
version of the conformational capture mechanism. Once folded, the thermodynamic barrier between two competing structures is high enough that they cannot equilibrate within the timescale of transcription. Therefore, by necessity, whether transcription will terminate or proceed must be regulated by structural partitioning during co-transcriptional folding (Noeske et al. 2007; Haller et al. 2011a; Frieda and Block 2012; Lai et al. 2013; Peselis and Serganov 2014; Gong et al. 2015; Watters et al. 2016; Gong et al. 2017). In most instances, this decision-making occurs during transcriptional pausing, which can be used as a checkpoint for riboswitch-driven regulation (Wickiser et al. 2005a; Wickiser et al. 2005b; Greenleaf et al. 2008). We will first describe the general co-transcriptional pausing mechanism using the Escherichia coli TPP thiC riboswitch as an example, and then describe a variation on the mechanism using the Bacillus cereus fluoride riboswitch.

Chauvier et al. found that in the thiC riboswitch, the antiterminator stem conformation forms only in the presence of long pausing steps during transcription (Chauvier et al. 2017). In this riboswitch, ligand affinity is high prior to transcription reaching the transcription pause site (TPS), which is located near the translation start site. At the TPS, ligand affinity decreases by $\sim 100$-fold, ensuring that any ligand-free structures that reach the TPS will no longer preferentially bind ligand but can now form the alternate metastable antiterminator stem. This results in completion of transcription and subsequent translation. Even with a decreased ligand affinity, the pausing step is still necessary to provide enough time to fold into the metastable state (ligand-free at TPS $\Rightarrow$ pausing $\Rightarrow$ antiterminator stem $\Rightarrow$ transcription). On the other hand, ligand-bound complexes that reach the TPS have folded into the terminator stem conformation and will primarily result in transcription termination. In addition, any ligand-bound complexes that do not terminate are nevertheless inhibited for translation initiation because of the sequestering of the translation start site in the terminator stem conformation. This provides a fail-safe mechanism to maximally ensure that the protein product is not made (ligand-bound at TPS $\Rightarrow$ pausing $\Rightarrow$ terminator stem $\Rightarrow$ transcription termination/translation start site sequestered).

It is worth noting that transcriptional pausing itself can be modulated by ligand concentration, such as for the pH responsive alx riboswitch involved in maintaining homeostasis in E. coli (Nechooshtan et al. 2009). In this example, ligand binding during cotranscriptional pausing regulates translation initiation rather than transcription termination. The RNA-folding dynamics during transcription are directly driven by pH : Transcriptional pausing is prolonged in alkaline conditions, allowing for better refolding of transcribed RNA into an active structure where the ribo-
some-binding site (RBS) is exposed rather than sequestered. Note that although the alx riboswitch is pH -dependent, it operates in an environment with a dynamically changing pH , as opposed to the previously discussed pH -dependent MLV readthrough system which used the unchanging physiological pH in the cell as a static cue.

In the $B$. cereus fluoride riboswitch, Zhao et al. discovered a switching mechanism counter to the current paradigm (Fig. 4B) (Zhao et al. 2017). Whereas most riboswitches involve the formation of alternate ligand-bound (holo) and ligand-free (apo) conformations with different secondary structures, in this example, Zhao et al. found that the two states have highly similar structures. The only difference between the two conformations is that the apo conformation has an additional structural equilibrium wherein it samples a comparatively short-lived ( $\tau \sim 3 \mathrm{msec}$ ) ES that the holo conformation does not. Only a small population of the apo conformation ( $\sim 1 \%$ ) samples the ES, which unlocks a highly conserved reverse Hoogsteen "linchpin" base pair present in the apo and holo conformations. This unlocking event exposes the antiterminator stem to strand invasion and allows for the structural transition to the terminator state. In the absence of fluoride, the apo state ( $\tau \sim 200 \mathrm{msec}$ ) cannot access the holo state; therefore, although only a small population samples the ES, because of the high favorability of strand invasion, the overall equilibrium proceeds toward termination (low fluoride $\Rightarrow$ apo state $\Rightarrow$ excited state $\Rightarrow$ unlocked linchpin $\Rightarrow$ terminator stem $\Rightarrow$ transcription termination). On the other hand, the holo conformation is stabilized by ligand binding ( $\tau \sim 2.4 \mathrm{sec}$ ) and therefore does not access the ES, but instead completes transcription (fluoride $\Rightarrow$ holo state with antiterminator stem $\Rightarrow$ transcription). Zhao et al. suggest that this mechanism could potentially be more widespread and that it would be prudent to reexamine previously characterized systems to determine if any are regulated by the presence of as yet unobserved ESs.

### 3.2 Splicing

Unlike bacterial TPP riboswitches that regulate transcription and translation (Miranda-Rios et al. 2001; Mironov et al. 2002; Winkler et al. 2002), eukaryotic TPP riboswitches are often located in the introns of pre-mRNAs and regulate splicing (Kubodera et al. 2003; Cheah et al. 2007; Li and Breaker 2013; Mukherjee et al. 2018). These are currently the only known class of eukaryotic riboswitches (Serganov and Nudler 2013). All of the mechanisms characterized to date involve alternate base-pairing interactions that selectively mask or expose splice sites (Cheah et al. 2007; Croft et al. 2007; Li and Breaker 2013). For instance, the TPP riboswitch located in an intron in
the NMT1 gene in the fungus Neurospora crassa regulates the expression of upstream open reading frames (ORFs) (Cheah et al. 2007). Two alternate conformations are formed with the second $5^{\prime}$ splice site either base-paired with residues in the P4 and P5 stems (ligand-free) or exposed (ligand-bound) (Fig. 4C). Sequestration of the second $5^{\prime}$ splice site allows the lariat to form between the first $5^{\prime}$ splice site and the $3^{\prime}$ splice site, giving rise to a short mRNA product and resulting in functional NMT1 translation. On the other hand, exposure of the $5^{\prime}$ splice site under high TPP concentrations results in a longer spliced mRNA product which contains upstream ORFs that compete with the primary ORF to produce an overall lower NMT1 expression. In another example, the TPP riboswitch found in the $3^{\prime}$ UTRs of the THIC gene in Arabidopsis thaliana and in a variety of other plant species, uses a similar mechanism but controls gene expression via alternate $3^{\prime}$ end processing (Wachter et al. 2007). This mechanism also uses the sequestration of splice sites, but operates by retaining or removing an intronic transcript-processing signal, thus leading to a longer or shorter $3^{\prime}$ UTR, respectively (Bocobza et al. 2007; Wachter et al. 2007).

### 3.3 Translation

Analogous to transcriptional riboswitches, many translational riboswitches use alternate structures that either sequester or expose the Shine-Dalgarno sequence in response to dynamic cues. However, unlike transcriptional riboswitches, translational riboswitches can recognize ligand recognition either during or after transcription and can equilibrate within the timescale of translation and the lifetime of the mRNA (Peselis and Serganov 2014). Most regulation occurs via a simple structural equilibrium with ligand-bound and ligand-free conformations. In this section, we will use the adenine add riboswitch discovered in the human pathogenic bacterium Vibrio vulnificus to illustrate an example of a noncanonical translation initiation riboswitch involving three alternate structures (Reining et al. 2013).
V. vulnificus occupies a range of habitats and can survive in temperatures ranging from $\sim 10^{\circ} \mathrm{C}$ in marine habitats to $37^{\circ} \mathrm{C}$ in human hosts (Reining et al. 2013). It needs to maintain functional riboswitch activity through the entire range of temperatures. Reining et al. show that the add riboswitch uses a three-state mechanism, as opposed to the canonical two-state mechanism, to couple ligand and temperature sensing. In the three-state mechanism, there is one ligand-bound (holo) structure and two ligand-free (apoA and apoB) structures (Fig. 4D).

The holo conformation has three helices (P1, P2, P3) organized by a three-way junction and stabilized by long-
range interactions between loops L2 and L3. Upon adenine binding, P1 is extended by three additional base pairs, which causes the dismantling of the P 4 helix and exposes the Shine-Dalgarno sequence for ribosome binding. The apoA and apoB conformations differ significantly from each other although both are ligand-free structures. The apoA conformation is similar to the holo conformation and is binding-competent. However, it lacks L2-L3 interactions and contacts across the junction but has a partially formed P4 stem that sequesters the Shine-Dalgarno sequence. In contrast, the apoB conformation has key motifs rearranged to form a completely different secondary structure, which makes it insensitive to ligand binding.

Reining et al. measured and simulated how efficiently a riboswitch can switch between active and inactive conformations, and defined "switching efficiency" as the difference in the percentage of holo population at two different ligand concentrations. In a two-state mechanism, the riboswitch shows an increased ligand affinity at lower temperatures, leading to a corresponding increase in the holo population. In contrast, the three-state mechanism is able to use the equilibrium between apoB and apo $A$ to counteract the increased ligand affinity of apoA as temperature decreases. Namely, at lower temperatures, the equilibrium favors apoB, thereby sequestering part of the population into a binding-incompetent state ( $\downarrow$ temperature $\Rightarrow \uparrow$ ligand affinity $\Rightarrow \uparrow$ binding-incompetent apoB; $\uparrow$ temperature $\Rightarrow$ $\downarrow$ ligand affinity $\Rightarrow \uparrow$ binding-competent). In their simulation, the three-state mechanism is able to produce a $67 \%$ switching efficiency at $5^{\circ} \mathrm{C}$ compared with $83 \%$ at $30^{\circ} \mathrm{C}$, whereas in the two-state mechanism, the riboswitch is only able to produce a $14 \%$ switching efficiency at $5^{\circ} \mathrm{C}$. Therefore, the three-state mechanism is able to maintain a more consistent ligand concentration dependence over a wider range in temperatures.

## 4 NEW TECHNOLOGIES FOR INVESTIGATING ALTERNATE RNA STRUCTURES

In recent years, advances in new technology have enabled the characterization of previously unobserved alternate RNA conformations. Nuclear magnetic resonance (NMR) remains the most powerful technique for probing RNA structural dynamics and continues to be developed for visualizing alternate conformations even in large RNAs.

Typically, NMR experiments are challenging for oligonucleotides larger than approximately 50 residues, predominantly because of spectral overlap. Lu et al. developed a new NMR approach called long-range probing by adenosine interaction detection (lr-AID) and used it to characterize the monomeric (356 nt) and dimeric (712 nt) conforma-
tions of the HIV-1 $5^{\prime}$ leader (described above) (Lu et al. 2011). Specifically, to confirm the DIS:AUG interaction in the dimer, they replaced three adjacent base pairs within the expected stem with AU base pairs ( $5^{\prime}$-AUU; $3^{\prime}$-AAU). This had two advantages: First, as expected, the adenine H2 from the central AU base pair experienced an upfield chemical shift away from the spectral overlap of the other nucleotides; second, this adenine H2 gave nuclear Overhauser effects (NOEs) to the H1s of the other two adenines, providing direct proof of stem formation. Use of these signature chemical shift patterns is widely applicable to the study of long-range interactions within large RNA structures; in theory, any number of base pairs within a stem not involved in tertiary interactions can be interchanged without altering the overall fold, because of the isosteric nature of WatsonCrick base pairs.

NMR is also a powerful technique for characterizing the timescales and populations of alternate RNA structures ( $\mu \mathrm{sec}-\mathrm{msec}$ ). Whereas relaxation dispersion experiments are routinely used to study structures exchanging at fast timescales ( $\mu \mathrm{sec}$ ) (Hoogstraten et al. 2000; Blad et al. 2005), and their use in conjunction with a low spin lock field has been used to obtain information on medium timescales ( $\mu \mathrm{sec}-\mathrm{msec}$ ) (Massi et al. 2004; Hansen et al. 2009; Dethoff et al. 2012), the challenge has been in observing transitions in slow timescales (msec). Slow timescales have recently become accessible through the use of chemical exchange saturation transfer (CEST) NMR combined with a low spin lock field (Zhao et al. 2014). In fact, as described above, Zhao et al. used CEST NMR to visualize a lowly populated ES in the B. cereus fluoride riboswitch and to describe the existence of a new kinetic switching mechanism (Zhao et al. 2017).

Beyond NMR, other techniques such as chemical mod-ification-based experiments are being advanced to prove the existence of in vitro characterized equilibria in cells. One example is dimethyl sulfate mutational profiling with sequencing (DMS-MaPseq), a form of secondary structure determination distinct from previous structure probing techniques in that it encodes modifications as mutations instead of truncations (Zubradt et al. 2017). The recording of multiple mutation sites per RNA molecule via deep sequencing allows for the analysis of each individual RNA molecule rather than a population average. This enables clustering of distinct RNA substructures within a population, as was shown using the two human mitochondrial ribosomal protein small 21 (MRPS21) riboSNitch alleles (Zubradt et al. 2017).

Recently, an RNA duplex-mapping technique called PARIS (psoralen analysis of RNA interactions and structures) was used to identify new potential alternate basepairing interactions in cells (Lu et al. 2016). PARIS uses
chemical cross-linking combined with deep sequencing to determine which RNA sequences are paired to each other with near base pair resolution. PARIS can be used to obtain transcriptome-wide information, and was used to discover several alternate base-pairing partners in the $3^{\prime}$ UTR of tubulin $\beta$ class I (TUBB) mRNA, and in the MALAT1 and X-inactive specific transcript (XIST) lncRNAs (Lu et al. 2016). Although there are no known functions associated with these alternate RNA structures as of yet, these observations provide new investigative directions.

The development of new computational techniques is also facilitating the identification of potential new alternate RNA structures, particularly within riboswitches. Many classes of riboswitches share common structural motifs (Breaker 2012) and can therefore be used for computational screening of transcriptomic data to identify new riboswitches (Drory Retwitzer et al. 2015). Also, evolutionary studies are being used to support the functional significance of alternate RNA structures by computational mapping of sequence co-variation across species (Ritz et al. 2013). In instances in which two conformations exist, covariation of base pairs for both conformations in homologous sequences are expected only if they are functionally important.

## 5 CONCLUDING REMARKS

Although we have long known about the richness of regulatory information contained in RNA, we have just begun to scrape the surface of the depth and extent of complexity that can be contained within individual RNA domains. The handful of examples described above gives a glimpse into the potential contained in alternate RNA structures to drive key biological functions. The development of new technologies on two major fronts has been key to opening up this field: Screening techniques have enabled us to realize how widespread the prevalence of alternate RNA structures is, whereas structural techniques have allowed for the identification and detailed investigation of such substructures. The combined power of these new technologies and their continued further development is promising for the future discovery of novel alternate RNA structures and the mechanisms by which they function.
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